
INFORMATION SECURITY WITH AI



ENGINEER SHORTAGE

FALSE POSITIVES & 
PRECISION

CYBER ATTACK 
INCREASING

Why we should adopt AI now?

2.8M Cybersecurity roles remain unfilled [1]

86 % 

5263

Reference [1] CG & Global Cybersecurity Forum (2024 report)
Reference [2] arXiv.org
Reference [3] Wikipedia

False alarm rate [2]

Analysts suffer from overloading due to high false alarm rates

large and successful ransomware attacks [3]

One-third (1,424) targeting industrial enterprises—a 15% increase over 2023

Employees actually know their organization’s security policies and rules [Kasp]INFORMATION 
SECURITY POLICIES

12 % 



Usage 1 Policy & Procedure Issue

• No one likes to read policies & procedure 
We are moving towards a prompt-based policy flow, where anyone can ask about a specific policy section and 
instantly receive an answer.

Setup PostgreSQL with 
pgvector

• PostgreSQL
• Pgvector 

extension
• Database 

configuration

Ingested local policies 
(YAML ➤ DB)

• Parse YAML
• Transform data
• Load into 

PostgreSQL

Created embeddings 
using OpenAI mode (1536 

dims)

• Fetch text from 
DB

• Call OpenAI 
embedding API

• Store vectors in 
DB

Implemented hybrid 
search (vector + 

keyboard)

• Define  vector 
search logic

• Add keyword 
filtering

• Combine result



Usage 1 Policy & Procedure Result

• Formulate the relevant questions that must be asked, then provide clear answers based on the established 
scoring criteria.



Usage 1 Policy & Procedure Result

• Formulate the relevant questions that must be asked, then provide clear answers based on the established 
scoring criteria.

params = {
    "q_ts": q_ts,
    "q_vec": q_vec,
    "wv": args.wv, "wt": args.wt,
    "prefilter": args.prefilter,
    "threshold": args.threshold,
    "k": args.k,
    "sim_gate": args.sim_gate,
    "fts_gate": args.fts_gate, - full text search
}



Usage 1 Policy & Procedure Code Section

• Responses will be systematically normalized and fine-tuned to ensure clarity, accuracy, and consistency



Usage 1 Policy & Procedure Fine-Tuning

• Normalization + synonym expansion (args.q) → builds the FTS query and embedding text.Embedding generation 
→ produces q_vec

Layer Model choice Fine-tune Method Why it helps

Embedding (ANN 
recall)

Strong multilingual 
embedder

No —
Stable, robust recall; 
no need to 
customize early

Reranker (CE)
bge-reranker / 
MiniLM CE

Yes
Pairwise/listwise 
ranking

Largest accuracy 
gain; fixes “wrong 
top-1”

Query Rewriter 7–8B instruct LLM Yes
LoRA SFT (+ 
optional DPO)

Handles 
Mongolian/English, 
synonyms, 
acronyms



Usage 2 Incident Response

Data Ingestion

• "Data Ingestion" {  
Splunk ➤ Kafka : 
stream alerts  
Socradar ➤ Kafka 
: TI feed}

Processing & ML

• Preprocessor : 
normalize & 
enrich

• FeatureStore : 
store features

• MLService : 
invoke 
classification 
API

Orchestration

• Firewall : API 
block calls

• EDR : hash/IP 
block & isolate

• EmailGW : 
sender/URL 
block

• BotService : 
escalate 
indeterminate

Monitoring & Feedback

• log actions & 
metrics

• label alerts  
FeedbackUI

• ModelRepo : 
add labeled 
data

• Stage-1 classifier: XGBoost exported to ONNX, served via FastAPI + ONNX Runtime
• Stage-2 LLM (conditional): call OpenAI with your strict JSON schema; keep prompts short, use 

RAG from Postgres/Feast



Usage 2 Incident Response Goal

To automate SOC level 1 with SOAR



Usage 2 Incident Response Result False Positive analysis

False positive rate was 98 % 



Usage 2 Incident Response Result True Positive analysis

True positive rate was 90 % 



Feedback

{
  "alert_id": "A-2025-09-001234",
  "final_label": "FP | TP | BENIGN_BUT_NOISY | NEEDS_PLAYBOOK",
  "model_decision": "FP | NEEDS_ANALYST | LIKELY_TP",
  "model_confidence": 0.87,
  "correct": true,
  "error_code": "MISSED_BASELINE | TI_OUTDATED | ASSET_ROLE_MISREAD | RULE_TOO_BROAD | INSUFFICIENT_CONTEXT | 
OTHER",
  "missing_enrichment": ["process_tree","dns_reverse","geoip","identity_risk"],
  "allowlist_action": { "added": true, "scope": "rule+asset", "ttl_days": 30 },
  "rationale_note": "Weekly backup caused SMB burst",
  "model_version": "cls-2025-09-01_xgb; llm-2025-08-28",
  "timestamp_closed": "2025-09-02T10:12:33Z"
}

Feedback JSON (attach to every closed ticket)



Feedback

Store feedback cleanly to Postgres and LLM fine-tune (slower loop, monthly/quarterly)

Training rows looks like
{
 "input": "<SYSTEM+USER PROMPT WITH [ALERT_JSON] + [TOP-K CONTEXT]>", 
 "output": "{\"classification\":\"FP\",\"confidence\":0.84,\"key_factors\":[\"known 
baseline\"],\"required_enrichment\":[]}“
}

Effects
• FP + high confidence + non-critical → propose auto-suppress with TTL.
• New allowlist entry (scope + TTL) → update store.
• TI_OUTDATED error → refresh the specific feed.
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