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</whoami

● 4+ years in Cyber Security field 

● Board member @MazalaCyberSec

● Information Security Analyst @UnitelGroup



</What is AI generated code?





</Dataset

About coding{Blog posts}
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About coding{Blog posts}
Github, gitlab 
etc..
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About coding{Blog posts}
Github, gitlab 
etc..
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Code generation 
models

{Code 
models}



</Dataset

{Blog posts}
{Repositories
}
{Code 
models}

Other publicly 
available dataset

{OpenWebText
}



</How process?



</LLM
A Large Language Model (LLM) is a type of artificial intelligence (AI) model 
designed to understand and generate human-like text based on the patterns it has 
learned from vast amounts of text data.



to generate a text using a language model you just need to sample tokens from the 
probability distribution predicted by a model.

http://drive.google.com/file/d/10o3CFczYOf9S-wbXdDmHYmZDzmOzmkpl/view








</Statistics

Of ChatGPT coding 
responses were 
incorrect

A Purdue University study 
https://arxiv.org/abs/2308.02
312

{52%}
Trust the accuracy of 
the output of AI tools

Stackoverflow recent survey

{42%
}

of developers say AI coding tools 
improve code quality and speed.

2023 Github developer survey

{70%
}

Of Devs using AI coding 
tools

2023 Github developer survey

{92%
}



</Vulnerable in AI coding?

● it was found that programmers 
who used AI tools wrote less 
secure code than those who did 
not

Source: Stanford University, 
https://arxiv.org/abs/2211.03
622



</Vulnerable AI written code 
case#0x1



http://drive.google.com/file/d/13IBJtTiW5-mkWpSe3SkzDDV5lBaD4Wv8/view


</Vulnerable AI written code 
case#0x2



http://drive.google.com/file/d/1p4UnslefcG-MCc3Q2YR1GeR4acx33gKy/view


</Information leakage AI written 
code case#0x3



GitHub Copilot does not make 
suggestions for email prefixes.

suggests weak passwords



</Information leakage AI written 
code case#0x4



GitHub Copilot may suggest valid 
credit card numbers



GitHub Copilot may suggest valid 
credit card numbers



</ Reason?



</ Reason
Malicious activity

Old or unsafe written code by devs



</ Malicious activity ?



</Data Poisoning
Flood the training sets 
with malicious code



</Invisible 
Instructions

Use invisible unicode characters. 



</Invisible 
Instructions

For example, the character ‘C’ (ASCII 
code 0x43) is transformed to the Unicode 
character U+E0043, which is invisible 
when rendered in most text editors. 



http://drive.google.com/file/d/12MPX4nMaZb55L8JuRdTF7v36vkTqGe1V/view


</How to mitigate risks
● Implement security stages in DevOps
● Security focused training data
● Clear and precise specifications
● Human-in-the-loop-approach
● Defense in depth
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